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Direct-drive spherical implosions of cryogenicyflled capsules are performed on the 60-beam
OMEGA laser systemiT. R. Boehly, D. L. Brown, R. S. Craxton, R. L. Keck, J. P. Knauer, J. H.
Kelly, T. J. Kessler, S. A. Kumpan, S. J. Loucks, S. A. Letzring, F. J. Marshall, R. L. McCrory,

S. F. B. Morse, W. Seka, J. M. Soures, and C. P. Verdon, Opt. Comrhg8. 495 (1997].

The targets are energy scaled from the base line ignition design developed for the National
Ignition Facility [W. J. Hogan et al, Nucl. Fusion 41, 567 (200)]. Thin-walled

(~4 wm), ~860 um diam deuterated polymer shells are permeation filled wittly& and cooled

to the triple point(~18.7 K). Cryogenic ice layers with a uniformity ef2 um rms are formed and
maintained. The targets are imploded with high-contrast pulse shapes with full single-beam
smoothing(1 THz bandwidth, two-dimensional smoothing by spectral dispersion with polarization
smoothing to study the effects of the acceleration- and deceleration-phase Rayleigh—Taylor growth
on target performance. Two-dimensional hydrocode simulations show good agreement with the
experimental observations. Scattered-light and neutron-burn-history measurements are consistent
with predicted absorption and hydrodynamic coupling calculations. Time-resolved and static x-ray
images show the progress of the imploding shell, the shape, and temperature of the stagnating core.
Particle-based instruments measure the fusion yield and rate, the ion temperature in the core, and the
fuel areal density at the time of neutron production. These experiments have produced fuel areal
densities of up to~100 mg/cm, primary neutron yields of~4x 10'° and secondary neutron

yields of 1% to 2% of the primary yield. These results validate the hydrocode predictions for the
direct-drive ignition-point design, giving increasing confidence in the direct-drive approach to
inertial confinement fusion ignition. @005 American Institute of Physics

[DOI: 10.1063/1.1873832

I. INTRODUCTION tion scales as-a'® (Refs. 4—6, wherea is the fuel adiabat,
the ratio of the local pressure to the Fermi-degenerate pres-

Thermonuclear ignition via direct-drive, laser-driven, in- sure. It has been shown that the ablation velocity, the main
ertial confinement fusidn(ICF) will be accomplished by the  contributor to the stabilization of Rayleigh-Taylor unstable
near-uniform illumination of spherical cryogenic deuterium- growth, scales as-a°® (Ref. 4. Traditionally, direct-drive
tritium (DT)-fuel-bearing capsules with high-power laser |CF has had to balance target performance and stability by a
beams. Achieving thermonuclear ignition and gain will re-careful choice of the target adiabat. This task has been made
quire symmetric compression of the DT-fuel hot spot to higheasier with the application of adiabat shapfriEhe ablation
areal densities (~0.3 g/cnf) with a temperature of region is placed on a high adiabat for stability while main-
~10 keV. The base line target consists of either a pure cryotaining the main fuel layer on a low adiabat, preserving com-
genic DT Iayer formed on the inside of a thin plastic szheﬂ pressibility for good target performance.
a DT-filled foam shelf Target imperfections and laser illu- The experiments described in this work were performed
mination nonuniformities lead to Rayleigh—Taylor unstablegn the 60 beam, 30 kJ UV OMEGA laser system at the Uni-
growth of fuel-layer perturbations during the implosion andyersity of Rochester’s Laboratory for Laser Energefighe
must by minimized. The minimum energy required for igni- three major requirements to achieve ignition-scaled condi-
5 tions in the fuel have been mett) near-uniform cryogenic
Paper BI2 1, Bull. Am. Phys. Sod9, 22 (2004. layers, (2) near-uniform laser illumination, an(8) a high-

I
Invited speaker. o .
9Also at General AlomiIcs. contrast pulse shape maintaining the fuel layer on a low adia

YAlso at Departments of Mechanical Engineering and Physics and asbat (a~4). The_ resulting high fuel areal densitigpR
tronomy. ~100 mg/cm), ion temperaturgkT,~ 2 to 3 keV), and fu-
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sion vyield [~20% of predicted by one-dimensionélD) 1000 - l ” I
simulations and in agreement with two-dimensio2D)
simulationg give increasing confidence to the direct-drive 800 |- Pe——
approach to ICF ignition. - bright band
This work describes recent progress in direct-drive, 2 o0 - ]
cryogenic target implosions on OMEGA. In Sec. Il the ex- =
) " . . > 400
perimental conditions and observations are described. Sec-
tion Il presents a comparison of the observations with 2D 200 I _| Multiple
numerical simulations. The paper is summarized in Sec. IV. [accondary
o . | . | bright bands
0 400 800
Il. EXPERIMENTS @ X (pixels)
This section describes the experimental conditions, in- 390 , , ,
cluding target and laser performance, and the primary experi-
mental observations. 370
A. Targets % s
The targets used in these experiments ay4ill2d, deu- .;:‘ 330
terated, strong GDRa high-strength, glow-discharge poly- ~
mern shell with outer diameters 0f~-865 um, shell thick- 310
nesses of3.7 to 4.0um, and a density of 1.09 g/cmThe
shells are permeation filled witkk 1000 atm of Q) gas in the el w200 300
Fill and Transfer StationFTS (Ref. 9 and then slowly (b) Angle (°)
cooled to below the triple pointl8.7 K). The targets are e S
then transported to a characterization station for layer forma- o _g’:ferr%g”";r;“nss
tion and then to the OMEGA target chamber for implosion. £ o e
The formation of a near-uniform layer is accomplished € 102 L
in a layering sphereusing an IR laser tuned to the,fice 7&% :
absorption band at a wavelength of 3.46. The residual 2 _
inner-ice-surface nonuniformities, after careful layer prepa- ;’g 104 ¢
ration, are determined using the shadowgraphic technique v
described in Stoeckdt al'® and shown in Fig. 1. This tech- o A3
nique has been extended to map the inner surface of the ice 10 10! 102
layer in 3D by combining layer-thickness measurements © Mode ¢

from ”.‘“'“p'e Vle_ws(48 typlqally, qon3|st|ng of 24 orthogo— FIG. 1. Cryogenic target layer characterizatiés). A single shadowgraph,
nal pairg. In addition to the inner-ice-surface roughness, they,) ayer-thickness measurements, dodresultant mode spectrum.
outer-surface roughness of the CH shell is also determined.

The mean inner-ice roughness for the target experiments in- )

cluded in this work was 5m (rms) with the best being Pulse to a low-adiabata~4), 17 kJ, 2.5 ns shaped pulse.
1.3 um. Three-dimensional3D) reconstructions of the ice The fuel adiabat at the end of the acceleration phase is de-
layer from these multiple views are used as input to the 203€rMineéd by using the pulse shape, as measured by a high-
hydrodynamic simulations described in Sec. IIl. bandwidth streak camefd,as input to the 1D hydrocode

The standard deviation of the mean layer thickness fronkILAC. ™2 Fulll3beam smoothing including distributed phase
individual views is typically=<2 um. However, there are Plates(DPPs, poI?rlzatlon smoothing with distributed po-
other ways to characterize the errors of the ice-layer nonuni@rization rotators; and 2D, single-color-cycle, 1 THz
formity. For example, the ice layer for shot 35 713 had aSmoothing by spectral d!sper5|6?wwas used for these ex-
4.2 um mean rms, predominately in the four loweét periments. Recent experlmer(t_s~4) were performed with
modes. Based on the 3D reconstruction of the ice layer, & New set of DPP¢Ref. 16 with a 95% enclosed energy
peak-to-valley of +1Qum existed over-1% of the surface. diameter of 865um and a “super-Gaussian” order3.7.
These larger variations will likely affect target performance The new DPPs reduce the need to use enhanced fluence
to a greater degree than represented by the standard deviatiBlance.” Beam mispointing is reduced from an average of
of the mean of the individual measurements. Effort is under-~20 #m rms to an average of10 um rms by active re-

A . S 17 .
way to more accurately determine the mean ice roughned®inting requiring two pointing shof§:*’ These combined
error and its impact on target performance and simulations &ffécts have reduced the long-wavelength nonuniformities of

the laser system from-3% to ~1.3%. This condition was

applied to alle ~ 4 implosions in this work. The largest con-
tribution to the long-wavelength nonuniformities is the loca-

Cryogenic capsules were imploded with pulse shapesion of the target with respect to the center of the target
ranging from a high-adiabata~25), 23 kJ, 1 ns square chamber(TCC offse} at shot time.

B. Laser system conditions
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FIG. 2. Absorption fraction measurements shown as percent variation from
1D predicted value.

C. Absorption measurements FIG. 3. NTD measurement of the fusion reaction rate forrand cryogenic

. . . target implosior(shot 35 713 Also plotted is the 1D simulated fusion rate.
The scattered light was measured by calorimeters in two get implosiort 3 P

full-aperture-backscatter statioflSABS). These calorimeters
sample the light backscattered through two OMEGA focus-
ing lenses. Extensive 2D ray-tracing simulations using 1Dailed time history of the absorbed energy, requiring preci-
hydrodynamic code predictions for the time-varying plasmasion measurement of the laser pulse shape. Using P510
density and temperature profiles have shown that thetreak camerd5 with a demonstrated bandwidth of
scattered-light variations around the target are withi8%  ~20 GHz in the UV in selected channels, the simulations are
of perfect uniformity. Spot measurements with calorimetersprovided with pulse shapes that include an initial low-
between the OMEGA focusing lens positions have confirmedntensity rise of~40 ps/decade for all pulse shapes. These
these predictions. Nevertheless, there are random shot-tgse times were measured using 1 ns square pulses best
shot fluctuations in the various calorimeter measurementsuited for this purpose. The same pulse switching provides
that can be as high as 7% rms per shot. These fluctuations afie initial rise for all other pulse shapes. The details of the
thought to be due to target centering and subtle beam pointnitial rise are of importance to simulations. With these
ing issues. In contrast, the shot-to-shot reproducibility of thanuts, optimum zoning strategies were developed for the
average calorimeter reading is typically within 2% to 3%, LILAC simulations that led to improved absorption
inspiring confidence in the validity of the average scatteredcalculationd in the leading edge of the strongly shaped
light measurements. Since the long-term calibration stabilityw401, «402, anda402P (with picket pulses. All of these
of the scattered-light calorimeters between the focusingmprovements have led to better agreement between the
lenses is difficult to ascertain, we use only scattered-lightneasured and simulated time-integrated and time-resolved
energies measured at the two FABS stations and extrapolaighsorption fraction, as well as improved estimates for the
them to 4r. These data yield a good measure for the totakuel adiabat during the implosion phase. Thus, previously
absorbed energy. predicteda~ 4 pulses were found to produce slightly higher
Reliable measurements of absorbed energy in sphericahiculated adiabatgx~ 6). New pulse shapes, incorporating
target implosions are essential for quantitative comparisometter design of the leading edge, have been incorporated
with hydrodynamic code simulations. The absorption pre+into current OMEGA experiments.
dicted by these codes is based primarily on 2D ray tracing
and inverse bremsstrahlung absorption, and depends sensi-
tively on the electron-thermal transport. The latter is typi-
cally modeled using flux-limited diffusiotf*°A flux limiter
f=0.06 was used for all simulations in this work. The fusion reaction rate for these experiments is deter-
Figure 2 shows the fractional difference of the measurednined by the neutron temporal diagnos(ﬂktTD),21 with the
absorption from LILAC predictions for a series of cryogenic absolute rate obtained by normalizing with the neutron yield.
implosions with the pulse shapes shown as insets. Error bafigure 3 shows the NTD measured and simulated neutron
represent the difference of the two FABS measurements. Thate for a low-adiabata~4) implosion. The duration and
agreement between the measurements and the 1D LILA@eak time are seen to fall within the absolute measurement
predictions is excellenthorizontal dotted lines in Fig.)2 uncertainty(+0.1 n9. The integrated yield for this implosion
when averaged over all shots. We have also made timewas 1.6< 10'°, while the LILAC prediction was 9.k 10%
resolved scattered-light measuremefasnd, consequently, [yield over calculatedYOC)=18%)]. The coincidence of the
time-resolved absorption measuremeriteat are in equally measured and predicted peak burn times confirms the obser-
good agreement over the entire pulse shape for all of theations from the absorption measurements that the simula-
pulse shape¥ tions are correctly predicting the absorption and hydrody-
Determination of the fuel adiabat depends on the denamic coupling in cryogenic targets.

D. Fusion yield
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150 T T 7 as ‘a=3.51t03.8." The (pR), for shot 37968 was
‘E ," 98+22 mg/cm. The error here represents the standard de-
=) /,’ viation of the individual measurementseven for this shot
»E; 100 2 835713 3379?8 and suggests a significant offset from TCC at shot tithe
54; ,OO o 7967 standard deviation is typically much larger than the errors
1 sl ‘Ao O ] associated with the individual measuremé;nlfsor. this shot,
'g , % — 0::;; the measured offset was40 um. The error bar is consider-
< s M?d:;S o~4t06 ably smaller for shot 35713 and consistent with the much
o L2 ! ! ! smaller offset at shot time, 1am. This confirms that the
0 50 100 150 200 variation among the individual measurements is dominated
1-D LILAC {pR), (mg/om?) by the offset from TCC at shot time.
FIG. 4. MeasuredpR), as function of 1D predicted value. The range of fuel
adiabats is also indicated. F. Stagnation

Peak density occurs in these implosions after the time of
_ peak neutron production. Recent wotks' have shown that
E. Fuel areal density the time history of the fuepR can be inferred from the

The total fuel areal density in cryogenic Bnplosions is combined measurements of the proton spectrum and the re-

inferred from the energy loss of secondary protons from thé\Cthﬂ rate history. The fuglR increases until final stagna-
D3He reaction. The secondary proton spectrum at birth idion: when the bulk of the fuel is heated to a lower tempera-
well defined by the kinematics of the®Be reaction so that ture thgn the hot core. At_ this pplnt the x-ray flux Increases
the average energy of the protons emerging from the dendiramatically, allowing a diagnosis of stagnation by x-ray im-
fuel depends on the total burn-averaged areal dedgRy, ~ 29ing- Figure 5 shows a pair of quasimonochromatic x-ray
Wedge range filter spectrometdi&/RF9 (Ref. 22 measure Images ffog“ a grating-dispersed Klrkpatnc!(—Ba(EkZB)

the secondary proton spectrum along multiple lines of sigh |croscopé [Fig. Sa] and. an x-ray fram_lng camera
(generally four to six These individual measures of th&, XRFC) f||ter_ed to be sensmvg o x rays in the range
are averaged to obtain the reportgdR),,. The error associ- 4 to 5 keV/[Fig. &_b)]. The KB MICrOSCOpe 1S time integrat-
ated with each individual measure 5% (typically a ing, has a resolution of 3 um, and is dispersed by a trans-

150 keV uncertainty out of a 3 MeV energy lasklowever, mission grating that convolves space and spectrum in the

. .~ 25 . . . .
the variation among the individual measurements is ofter?peCtraI directiori” The stagnat|on-reg|on'5|ze asa func’glon
quite large due to low-mode variations in the initial ice thick- of mean wavelength can be measured in the perpendicular

ness and drive symmetry. The dominant factor in the drived'reCt'On‘ The radial profile of this emission at 4 keV is

asymmetry is the location of the capsule with respect toshown in Fig. %) along with the azimuthal average lineout

chamber center at shot timéhe TCC offset discussed frgm_ the XRFC |mag.e£fr.ame closesfc to pea K x-ray emission
above. within +50 ps and W|.th|n a 50 ps tlme wmewThgse_ are
Figure 4 shows the correlation between the experimengompared with the simulated time-integrated emission pro-

tally inferred (pR),, and the value ofpR), predicted by the file from a LILAC postprocessor. Th_e good agreement be-
o . . . tween both measurements and the simulated profile indicates
1D hydrocode LILAC for all cryogenic implosions in which

the offset from TCC was<60 um and the inner-ice layer that the fuel-stagnation core size is close to the 1D predic-
. . tion. The absolute flux and slope of the continuum deter-
rms roughness was<6 um. The solid circles near

50 mg/cm represent high-adiabat implosioné ~ 25) mined from the grating-dispersed KB imafféig. 5(d)] also
driven by a 1 ns square puléeee Fig. 2and show near 1D show close agreement with the 1D postprocessor prediction.
perform;/nce in thg assepmbly of thgé fuggpically, the pri- The inferred stagnation electron temperatur&Tis 1.3 keV

mary neutron yields are 50% to 70% of LDThe open (averaged over the time of the x-ray emission
circles represent low-adiabat implosions using a high-
contrast pulse shape similar to the one shown in Fig. 2. AI—'AI\INS(;'SPSAI‘EE&NHgEéEXPERIMENTAL RESULTS
though designed to put the fuel shell on an adiabat of 4, the
actual shape of the drive pulse delivered to the capsules var- The goal of the OMEGA cryogenic implosion program
ied from shot to shot such that the calculated adiabat ranged to validate the predicted performance of low-adiabat,
from ~4 to just over 6. In a few cases, the calculated adiabaignition-scaled implosions on OMEGA. The first set of ex-
ranged between 6 and 12. Therefore, the points are labeled periments in this phase employs an- 4 pulse shapé&hown
“mid-«” and “a~4 to 6” (a subset of these implosions is as an inset in Fig. )2 Severalae<4 implosions(see Fig. 4
discussed later in Sec. JIIThe key feature to note is that as were undertaken using the OMEGA laser; for brevity, only a
the adiabat of the fuel decreases, the deviation of the expersingle implosion(35 713 will be described in detail.
mentally inferred pR),, from 1D performance increases. This The target was 87@m in diameter with a 3.§m thick
discrepancy is expected and discussed further in Sec. lll. GDP shell, a 95um thick D,-ice layer, and an interior-ice-
The drive pulses for the most recent implosidslots  surface roughness of 42m. The power spectrum for this
37967 and 37 968were carefully tuned to obtain the de- surface, as shown in Fig.(®, is heavily weighted toward

sired adiabat in the fuel. These two points are labeledow-order modes. The capsule was5 um from target
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FIG. 5. X-ray images of the fuel core at stagnatishot 35 713from (a) a ] ) ) )
grating-dispersed KB antb) an XRFC.(c) Radial profiles of images com-  FIG. 6. Two-dimensional DRACO simulation of shot 35 718. Spectrum
pared to 1D prediction andd) absolute continuum x-ray spectrum Of Dy-ice-surface roughness used as inbiisodensity contours at time of

(3 to 5 ke\) obtained from KB image of core emission compared to the 1D Peak neutron-production ratég) table of measured and predicted primary
prediction. and secondary yield$pR), and ion temperature, arld) angular variation

of areal density from DRACO simulation with the range of measurements
indicated by the shaded region.

chamber center at the beginning of the implosion. The ex-

perimental neutron yield for this implosion was X@0'°,  given in the table in Fig. @). The core performance, how-
which represents the highest-ever experimental yield obever, is not dominated by thé=1 perturbation as has been
tained from a cryogeniee~ 4 implosion(YOC~ 18%). The  the case with previous experiments, but is dominated by the
ice-roughness spectrum from Figi@b and an initial 3.1%, presence of growing perturbations due to modes 6—10 from
€=1 illumination nonuniformity, due to the target offset, the illumination. The performance of this implosion was also
were used in a DRACO 2D hydrodynamic simulatiSi.a-  seen to be somewhat sensitive to the presence of laser im-
ser imprint was modeled in these calculations with modegprint, due to the stability characteristics of the-4 pulse.

=2 to 200. The simulated core can be seen in Fig) @@  While the core does not appear to be influenced by the high-
have assembled slightly~10 um) off-axis due to the pres- frequency modes, the presence of these modes is observed in
ence of thef =1 component of the initial inner ice roughness the overdense regions of the shell near the corona. Simula-
and target offset, resulting in a 2D simulated neutron yield otions without laser imprint resulted ix20%- to 25%-higher
1.8x 10'°. Additional measurements and simulations areneutron yields. The secondary-yield comparison also shows
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G (um) 0.0 - — :
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FIG. 7. Comparison of the stability analysis for OMEGAx=4 and NIF G (um)

a=3 designs. All values were determined with the hydrocode DRACO.
FIG. 8. Comparison of DRACO predictions of yield reduction as a function
of o for a~4 anda~ 6 experiments on OMEGA.

that the DRACO simulation is close to the experimental re-

sult. The simulated neutron-averaged areal densit

[(pR)(DRACO)=101 mg/cm] is close to the experimen-

tally obtained value[{pR),(Expt)=88+10 mg/cm]. The

angular variation of the §|mglat|on and the range of mea'required for the validation of the ignition design.
sured values are shown in Fig.dg.

It should be noted that the calculated and measured ion Figure 8 illustrates ther scaling for both the OMEGA

. s a~4 and previousy~ 6 implosions. While it appears that
temperatures do not agree. The calculation of the ion tem: P P PP

. . ) scales the same for the~4 anda ~ 6 implosions, one must
perature in the hydrocodes does not |ncll_Jde collective mog, o mber thatr represents the outcome of Rayleigh-Taylor
tion of the fuel. Furthermore, the calculation does not PrOrowth of perturbation seeds during the acceleration phase of
Quce a thermally broadened neutrqn energy spectru_m, Wh'c?ﬁe implosion. Identical initial perturbations imposed during
is what is used to experimentally infer the plasma ion tem-

. o . ~4 anda~ 6 target implosions will not result in the same
ﬁ]e:ﬁ;u;stgfermg the burn. This discrepancy will be address o value. The separate stability characteristics of the two im-

plosions determine the final value for each target. As such,

Low-adiabat target_ performance has_ been prewogsh(he a~6 implosions, due to their enhanced stability relative
presenteﬂas a compilation of all perturbation sources using, the w~4 implosions, have resultant values that are

a sum-in-quadrature representation of each source’s contrs

) ) . ower thana~4 implosions with comparable initial condi-
bution to the roughness of the inner ice layer at the end of thﬂons Theo parametetextracted from DRACO simulations
acceleration phase of the implosion. The scaling paranseter :

. . has been used to plot the experimental yield performance on
s defined as the graph in Fig. 8 for recent OMEGA experiments. The
2= 0.0&'%(€<10) + 0%({210)' experimental points are in good agreement with ¢hscal-

ing. As target-layer uniformity and OMEGA irradiation uni-

where o, is the rms roughness computed over the mod&ormity are improved, thex~4 implosion experiments are
range indicated. At this time in the implosion, this surfaceeypected to approach the40% YOC goal.

decouples from the ablation region. The effects of all major  additional results obtained from att~ 6 anda~ 4 im-

sources of perturbation leading to the initial seed of theplosions with ice quality better than sm rms and target
deceleration-phase Rayleigh—Taylor instability have theryffset<42 um are shown in Fig. 9. The YOC for the experi-
been set. An example of the scaling determined from 2D mental data is compared with the trends of two series of
DRACO simulations is shown in Fig. 7, where a comparisonpRrACO simulations run with varying initial ice roughness
is made between the NI&=3 and OMEGA«=4 designs.  for no offset and for a 3m offset from target chamber
From Fig. 7 it can be seen that the OMEGA implosionscenter. The effects of laser imprint are included in all of the
are more sensitive to the higher valuescothan the NIF  prACO simulations. The DRACO simulations are in good
implosions. This is because the OMEGA targets have beefgreement with the YOC values and, therefore, explain yield

energetically scaled from their NIF ignition counterparts.reduction as due principally to the ice-layer roughness and
The physically smaller OMEGA targets are more sensitiveizrget offset.

than NIF targets when exposed to the same levels of nonuni-
formmgs. For identical valges af, the OMEGA.|mpIo§|ons IV. CONCLUSIONS
result in lower values of yield relative to 1D simulations.
Using theo scaling with yield allows an experimental In summary, recent cryogenic, ,Ddirect-drive implo-
validation of the numerical modeling of current OMEGA sions on the OMEGA laser system are showing good agree-
experiments. This lends credibility to the ability of these nu-ment with numerical simulations. Measurement and simula-
merical models to predict ignition for direct-drive target de- tion of absorption agree closelwithin £2%), enabling the
signs on the NIF. Using the current NIF specifications for theaccurate design of pulse shapes that maintain the fuel on a
allowed levels of perturbationémprint, power imbalance, calculated adiabat of as low as4. Areal densities as high as
and inner- and outer-surface roughnessults in as value  ~100 mg/cm for temperatures of-2 to 3 keV result from
of ~1.4 for the NIF capsule with a gain of-30 (see implosions that have low ice roughness, low target offset,
McKenty et al?). The corresponding OMEGA implosion and low calculated fuel adiabat. Resulting fusion yields are

Yould have ao value of ~1.1 and a performance YOC of
~40%. These conditions are denoted as the dotted lines in
Fig. 8, representing the performance of OMEGA implosions
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